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Abstract

‘J’he Sea Winds scatterometer will fly on the NASA Qtiikscat spacecraft in 1998, and on the

Japanese AI) EOS-11 mission in 2000. In addition to providing ocean surface wind estimates

for use by weather forecasters, these flights will generate a global l{u-Iland backscatter

data set for a variety of climate studies. Sea Winck employs a compact “pencil-beam”

design rather than the “fan-beam” approach previously used wit h NSCAT on A DEOS-I and

the AM I scatterometer on ElIS- 1,2. As o~iginal]y envisioned and reported, the resolution

of the Sea Winds backscatter measurements were to be antenna, beam-width limited. III

order to satisfy an emerging clemand for highe~ resolution backscatter data, however, the

Sea Winds signal processing design has been significantly modified. IIere, the various options

considered for improving the resolution of the Sea Winds measurements are discussed, and

the selected hardware modification -- the addition of digital range filtering -- is described.

The radar equation specific to a rotating pencil-beam scatterometer with range filtering is

developed, and the challenges associated wit h calibrating the resulting improved resolution

measurements are discussed. A formulation for a.sscssing the variance of the measurements

due to fading and thermal noise is presented. l’inally, the utility of improved resolution

Sca Winds measurements for land and ice studies is demonstrated by simulated imaging of

a synthetic Earth backscatter sccnc.



I. Introduction and Background

Spaceborne wind scatterometry has become an increasingly important tool in the eff’ort to

monitor the Earth’s climate, forecast weather, and study ocean/atmosphere interaction.

To continue and expand upon the foundation provided by the recent flight of the NASA

Scattcrometer (N SCA’I’), NASA has developed the Sea Winds instrument which is scheduled

for two flights: first on the dedicated Qui/txcat mission in November 199t3, and then as

a facility instrument aboard the second Japanese Advanced Earth Observation Satellite

(A1)EOS-11) in 2000.

A. Sea Winds Scatterometer Design

As with all scatterometers, Sea Winds will obtain an estimate of the wind vector by njea-

suring ocean surface radar backscatter cross section (o”) at multiple azimuth angles. The

geophysical model function, which relates wind speed and direction to ba,ckscatter cross

section, is then numerically inverted to infer

depart ure from previous] y flown “fan-beam”

a “pencil-beam” design.

Wit h fa.n-beam scat t cromctcrs, such as

the near surface wind. ]n a significant design

scat teromcter systems, however, Sea l~~i?ldsis

NSCAT and the AMI scattcrometer on t]le

European Earth Remote Sensing satellite series (lI;RS-1 and 2), several fixed antennas are

clcployed to cast long, narrow illumination patterns at the multiple incidence angles required

for wind ret ricval [1] [12]. The narrow dimension of the antenna beam pattern provides

resolution in t hc along-track direction, and I)opplcr or range filtering is employed to provide

cross-track resolution. ‘1’hc antenna structures arc typically about three meters in lengt]}

and require large unobstructed fields-of-view on the spacecraft.

By contrast, plannecl pencil-beam systems employ a single, approximately onc meter

parabolic dish which is conica~ly scanned about the nadir axis to provide multiple azimutli

measurements [13] [17] (see Fig.’s 1 ancl 2). A kcy a.clvantage to pencil-beam systems is that,

because of their more compact design, they are much easier to accommodate on spacecraft

wit bout the neccssit y of complex dep]oymcnt schemes or severe f[eld-of-view const rail~ts.

]n an cra where smaller space missions with faster development times are often mandated

as is the case with the Quikscat mission, for example [4] - such a reduction in payload
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size is highly clcsirab]e. An a.clclitiona] advantage to pencil-beam systems is that because

they measure ocean backscattm at a constant incidence angle suitable for wind retrieval,

there is no “nadir gap” in swath coverage as there is for fan-beam systems. ‘J’he resulting

contiguous swath offers a significant improvement in Earth coverage. For these reasons, the

pcnci]-beam design has been adopted for Sea WinC/s and planned

next century [14].

B. Utility of Higher Resolution Measurements with

follow-on systems into the

Sea Winds

‘lTheoriginal design of the Sea ll~inds instrument, which was developed previous to the flight

of NSCAT, is clcscribed in [13]. As originally planned, the spatial resolution of the a“

measurements collected with Sea Winds were to be “beam-limited” – i.e., the dimensions of

the U“ cell are determined by tllc antenna beam footprint on the surface. For the Sea Winds

one meter antenna,, the resulting footprint dimensions are roughly 25 km by 35 km (see

Table 1). ‘l’his resolution approach was selected for two reasons: 1) it satisfied resolution

requirements for the primary scat t eromet er mission to measure synoptic-scale global winds,

and 2) it enabled high radiomet ric. precision and calibration accuracy to be achievecl wit II

a very simple harcl ware design.

‘he success of the NSCAT mission, however, demonstrated the benefits of measuring

surface backseat ter at higher resolution. Alt bough N SCAT was also designed primarily as a

synoptic wind instrument, the inherent spatial resolution of the backscatter measurements

is somewhat higher than that originally planned for Sea Winds, The narrow NSCAT antenna

patterns were I)oppler filtered to form o 0 “cells” of approximately 8 km by 25 km. These

lneasurements proved to be extremely useful in new scientific applications for spaceborne

scatterometry. Wind fields constructed by utilizing the full resolution capability of NSCA’I’

exhibit mesoscale motions in detail [3], [6], allowing the potential for more in depth analysis

of storms, frontal zones, orographic effects, and coastal phenomena.

In addition to ocean wind vector retrieval, scatterometer o“ measurements are also

finding increased applicability in land and ice studies, as surface backscatter is a sensitive

indicator of environmental change. The utility of the scatterometer data for land and ice

studies is significantly expanded by using a technique referred to as enhanced resolution

imaging (FIILI). With El{], multiple passes of overlapping scatterometer data over the same
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region are combined to SOIVCfor backscatter images that have higher resolution than the

original measurements [7]. Ilssentially, this process is equivalent to a deconvolution of the

c7° measurement spatial response function. Although images obtained by ERI are still of

much lower resolution than that obtainable with SA R’s, they have the advantage of very

frequent global coverage. Images obtained by El{] have been used in studies of polar ice ice

and the Amazon rain forest [8] [] I].

Examples of algorithms that have been successfully employed to achieve resolution en-

hancement of microwave remote sensing data include Backus-Gilbert Inversion (IIGI) and

Scatterometer Image Reconstruction with Filtering (SIRF) [10]. As observed with the

SIRF algorithm, the practical resolution achievable with ER1 is roughly equivalent to t hc

norrowest ditncnsion of the u“ measurement cell. For NSCA’T, this limiting resolution is app-

roximately 8 km. If beam-]imited Sea Winds O“ cells are used, however, the corresponding

enhanced resolution achievable is only about 25 km.

Thus, in order to extend the valuable higher resolution capability demonstrated with

NSCAT to the next series of Ku-band scatteromcters, the Sea Winds design must bc modified

to produce backseat t er measurements with improved resolution. A challenge accompanying

any such modification is that high radiometric precision and calibration accuracy – charac-

teristics which allow the sc.attcrometer to retrieve winds and detect globa~ change – must

bc preserved.

l’his paper discusses the various options and trade-offs considered for improving the

resolution of a scanning pencil-beam scatterometcr. The specific clcsign modification in-

plcmeni,cd on ScCI.Winds for flights on Quikscat and AI) EOS-11 – the addition of range

discrimination capability -- is dcscribcd. ]n Scciion 111, the ncw challenges associated witli

calibrating these higher resolution O“’s arc addressed, and the radar equation for a rotating

pcnci]-beam scatterometer with range filtering is presented. Also in Section III, the issue of

measurement precision is addressed and a formulation for the measurement variance for the

higher resolution o_O’sis given. I’inally, in Section IV, simulation results are shown which

demonstrate the enhanced backscattcr imaging capability achievable with the modified sys-

tem relative to what was originally a.cllievablc with the beam limited system. Although

the presentation here is primarily clircctcd towards describing the Sea Winds system, tlIcI

principles dcvclopcd arc applicable to fut u rc scanning pencil-beam scat tcromctcr designs as
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Well.

II. Improved Resolution Approach

A. Range vs. Doppler Discrimination

IIefore clescribing the specific range discrimination modification implemented on sea Winds,

it is insightful to discuss the reasons for selecting this approach over other resolution im-

provement options. The overriding consideration was that because the modifications were

to be made late in the hardware development, only a minimum of changes to the overall

instrument architecture COUIC1be accommodated. Further, the ability to achieve high radio-

metric accuracy and adequate Earth coverage could not be compromised. In general these

constraints implied only changes to the radar modulation and signal processing electronics,

with no changes to the spacecraft orbit, antenna subsystem, or transmitter, and with only

a modest incrcasc in data rate.

With these limitations in mind, it is next instructive to consider the overall geometry

and range/I lopplcr clmract erist ics of the Sea Winds backseat tcr measurement. As described

in [13], Sea, Winds employs a one meter diameter dish antenna with offset feeds to generate

two pencil-beams – the “inner” beam at an ofl-nadir angle of 40° and the “outer” beam at

an off-nadir angle of 46° (SCCFig. 1). The antenna, is then conically scanned such that each

point on the Earth within the inner 700 km of the swath is view from four different azimuth

directions – twice by the inner beam looking forward then aft, and twice by the outer beam

in a similar fashion. Other relevant parameters for the antenna and scan geometry are given

in Table 1.

The approximate dimensions of the antenna two-way 3 dIl footprint contour, along with

the associated two- way iso-range and iso- I>opplcr lines are conceptual y illustrated in l’ig.

3. Two representative cases are shown: the case where the beam is scanned to an azimuth

angle of 0° (bealn looking in the clirection of spacecraft motion), and the case where the

beam is scanned to an azimuth of 90° (beam looking perpendicular to spacecraft motion).

Note that for the 0° azimuth case, the iso-range and iso-Iloppler lines arc approximately

parallel, whereas in the 90° case they are nearly perpendicular. Other azimuth angles

will yielcl various intermediate states of these two cases, with the range and Doppler lillcs
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slanting with respect to each other.

Ideally, we desire a processing scheme which resolves the footprint in two orthogonal

dimensions simultaneously - in effect obtaining a low resolution SAR measurement with

both range and IIopp]er resolution. Unfortunately, this goal can not be achievecl with

the existing Sea Winds architecture. The primary reason for this is that the diameter of

the Sea Winds ant cnn a (one meter) is smaller than that required to simultaneously avoid

both range and l)oppler ambiguities [16]. 1’o see this, consider that the beam fill time

tllc difference in round trip flight time from the near edge to the far edge of the antcn]la

footprint - is approximately 0.28 ms. To avoid range ambiguities within the footprint, t,his

implies a mazimum PR1’ of 3.6 klIz. q’he total IIopplcr bandwidth across the footprint,

however, is approximately 10 klIz and thus requires a minimum 10 kIIz 1’RF in order to

unambiguously resolve the sccnc in azimuth. A measurement without ambiguity difficulties

would require an antenna diameter in excess of two meters to achieve a sufficiently narrow

beamwidth, violating a kcy recluirement that the instrument be physically compact. Evml

if the antenna was large enough, as the antenna is scanned near 0° or 180° azimuth the

]Ioppler and range lines are nearly

As an alternative, wc consider

filtering to achieve spatial “slices”

parallel, making resolution in two dimensions difficult.

performing either pure range filtering or pure l)op~)lm

through the antenna footprint, where resolution is only

improved in one dimension. Again referring to l’ig. 3, we have illustrated idealized slices

(or “cells,” as they are also called) formed by range discrimination or Doppler discrimina-

tion wit h dark and light shaded regions respectively. As will be demonstrated more fully

in Secticm IV, the fact that wc can improve resolution in at least onc dimension is still of

significant benefit, particular] y for lamd and icc images const rutted with 1;1{1. To decide

whether range or IIopplcr filtering should bc employed for Sea Winds, two issues were COIE

sidcred: backscatter measurement variance and the geometric.al orientation of the resultant

0° cells.

The measurement variance issue is discussed in more detail in Section III, but a brief

argument is given here to justify the filtering strategy sclectcd for Sea Winds. Scatteromcter

measurements of surface crOarc noisy due to Rayleigh fading and because of the presence

of thermal noise. A key goal of scatteromctcr design is to minimize the cr” noise variance.

When the signal-to-noise ration (SNR) is large - as it generally is for land, ice, and moderate

6



, ,

to high ocean winds -- Rayleigh fading is the clominant factor, and the variance of each C’)

measurement is related to the number of independent “looks” achieved [16].

In the Doppler filtering case, the maximum number of “looks” available is related to the

Doppler frequency resolution associated with the transmit signal. For the selected Sea Winds

timing, the maximum integration time on each scene is 1.5 ms, implying a best Doppler

resolution of 666 IIz. Given that the Doppler bandwidth of the illuminated region is about

10 kHz, approximately 15 independent looks are available across the entire footprint. If

the footprint is ec]ually diviclcd into four slices, this is equivalent to four looks per slice,

correspcmding to a measurement standard deviation of 5070. Measurement variance can

not be further improved without lengthening the transmit pulse, which is not allowed by

the timing constraints.

III the range filtering case, however, the inherent resolution is a function of the bandwidtl)

of the modulated transmit pulse. If the transmit puke is modulated with a linear chirp at

at rate c)f 250 kIIz/ms, the resulting pulse will have a bandwidth of 375 klIz, corresponding

to a range resolution of about 0.8 km. Again, if the footprint is divided equally into four

slices, this implies 12.5 looks pcr slice, or a measurement standard deviation of 28?Z0. If SNR

is sufficiently high, the measurement variance can be further improved in the range filtering

case by increasing the bandwidth of the transmitted pulse. The flexibility to improve tllc

measurement accuracy of t hc slices, and c.onscqucnt]y the accuracy of geophysical products

such as winds and surface images, by adjusting the transmit modulation bandwidth is a

kcy advantage of the range filtering approach.

A secondary consideration is the orientation of the o“ slices. Because El{] algorithms

utilize many overlapping CJomeasurements, possibly from multiple orbits, it is generally

desirable to have the slices oriented at different angles so that resolution may be enhanced

eflcctively in all directions. As shown in Fig. 3, this reqhircment favors range filtering

because the orientation of the cells rotate with azimuth angle, as opposed to Doppler filtering

where the cells arc oricntecl roughly perpendicular with t hc direction of flight. Ilecause of

the above described advantages in measurement variance and CC1lorientation, the range

discrimination approach was chosen to form the Sea Winds improved rmolution cells.
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B. Range Filtering Implementation

IIecause of the relatively low peak power available with the Sea Winds transmitter, a, c,,.

technique was selected to achieve range ~esolution. This type of processing is similar to ihat

employed by other spaceborne radar instruments (e.g. [18]), and minimizes modifications t o

the existing “low resolution” Sea Winds design. A functional diagram oft he Sea Winds radar

is shown in Fig. 4. lJpon command from the timing controller, the transmitter, which con-

sists of a modulated signal generator driving a traveling wave tube (l’W’I’) amplifler, issues

a 1.5 ms duration, 110 Watt Ku-l] and pulse. In the previous design, the pulse was MS]{

modulated to optimize the measurement variance for the simple “non-matched” square law

detection scheme used to obtain beam-litnited oO cells [9] [13]. For range discrimination,

the transmit pulse is now modulated with a linear frequency chirp at a chirp rate of 250

klIz/nls for a total bandwidth of 375 kI1z. A discussion of how this specific chirp rate was

selected is in Section III, Subsection 13.

Due to the motion of the satellite relative to the Earth, a gross I)oppler shift of betwccll

+/- 500 kIlz is inlparted to the echo return, depending on the antenna azimuth position.

in the Sea Winds design, this l)oppler shift is pre-compensated by tuning the transmit

carrier frequency to 13.402 GIIz minus the expected Doppler shift from the footprint center

location. Pre-compensating for Doppler shift produces an echo signal that always occurs

at the same baseband frequency after down conversion. The transmit pulse is routed tc)

either the inner or outer bealn through a coaxial rotary joint to the spinning section of the

antenna assembly. An important feature of any scatteromcter is the accurate calibration

of the transmit power and receiver gain (see Section III, Subsection A). These }}arametcrs

are measured simultaneously by periodically injecting the transmit pulse, attenuated b-y a

known amount, into the receiver via the calibration loop coupler.

The pulse repetition and echo gate timing, which is designed to provide a sufflcient]y

dense sampling of o“ measurements on the surface as the antenna rotates, is shown in F’ig.

5. Transmit pulses occur every 5.4 m and alternate between the inner and outer bealns.

This produces an effective PRIF of 92.5 kllz for each beam. The round trip flight times

for the inner and outer beam pulses is approximately 7.3 ms and 8.3 ms respectively, and

thus each echo returns after the succeeding transmit pulse. In l’ig. 5, the echo returns
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are depicted as trapezoids to indicate dispersion due to the antenna footprint fill time of

approximate ely 0.3 ms.

The echo signal processing, which constitutes the most significant modification made to

implement range discrimination, is diagramed in l~ig. 6. After clownconversion to baseband,

the echo is digitally sampled. ‘1’he total echo return, which is the sum of all the echo returns

from scatterers across the illuminated region, is then digitally “deramped” by mixing with

a chirped reference single. This operation effectively converts range delays into frequency

shifts – i.e., each cliscrete frequency in the deramped signal corresponds to the return from

a given range line on the surface (plus a small Doppler shift effect discussed in Section 111).

q’o extract the range information, a I)FT (implemented as an FFT) is performed on the

deramped signal and a periodogram is formed by applying a magnitude square operation.

The periodogram bins arc then summed into twelve range slice energy measurements to be

telemetered to the ground.

To illustrate further l’ig. 7 shows a conceptual plot of the deramped power spectral

density (shaded region) and slice bandwidths. l’or the selected Sea Winds chirp rate of 250

klIz/ms, the deramped spectral density has a 3 d]] bandwidth (l?3dB) of approximately 40

kHz. The returned energy for the jth slice, C~n, is formed by summing adjacent periodog]am

bins over the slice bandwidth 11~. I{’or Sea Winds it was decided to construct O“ cells whic]l

resolve the surface to approximately 7 km in the narrow (range) direction. For the given

chirp rate, this corresponds to li’~ = 8.3 kIIz. This bandwidth is used for the ten innermost

slices. The two outermost slices arc termed “guard slices” and are assigned a somewhat

larger bandwidth. l’he total bandwidth spanned by all twelve slices, IIe, is approximately

200 kl[z, and is designed so as to capture the entire deramped echo spectrum.

As in the previous design [13], a wide-band “noise-only” measurement (CnO) is made

by passing the return echo ancl systeln noise through of filter of bandwidth IIn = 1MIIz,

square-law detecting, and then integrating. This measurement is used in determining t,lle

thermal noise background component to C& which must be subtracted off before u“ can be

estimated.
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C. cr” Estimation

The estimation of oO from the telemeiercd measurements is essentially a two step process.

First, an estimate of the thermal noise contribution (instrument plus Earth scene) to a

given slice measurement, }~, must be subtracted from the slice measurement, C~n, to yield

an estimate of the ‘(signal-only” power, 1)~,

(1)

F’or low wind speeds, the noise contribution may be ten times the signaj strength, and thus

the accurate determination of pi is a crucial step (see Appendix A).

The second step is to relate the signal-only cclio energy to a value of 00 on the Earth’s

surface by applying the radar calibration parameter, X,

(2)

Eq. (2) is a shorthand expression for the distributed target radar equation [16]. Here, X

incorporates all instrumental and geometrical parameters (antenna gain, transmit power,

slant range, etc. ) necessary to define the relationship between detected CC11Oenergy and

u“. l’he radar equation specific to a scanning pcnci]-beam scatterometer with digital range

filtering is developed in the next section.

III. Backscatter Measurement Accuracy

In the previous section, the overall resolution approach, along with the selected signal

processing il~~l}lel~lel~tatioll, was describecl. Alt]iough it is clear that resolution is easily

enhanced by the addition of range filtering, it is critical that the issue of O“ measurement

accuracy be addressed as WC1l. A fundamental requirement of scattcrometer instrumcats

is the ability to measure surface backscattcr with very high accuracy. Such accuracy is

rccluired to retrieve winds and detect long-term climatic change. In general, achieving tile

desired measurement accuracy is more difficult with U“ cells formed by ‘(range slicing” t]) an

in the simple beam-limited case, and requires the introduction of new formulations for the

radar equation and backscattcr measurement variance calculation. ~’his section provides

tile necessary analytical framework for addressing the issue of cr” accuracy for Sea Winds
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with digital range filtering, ancl discusses several of the trade-offs that must be conducted

to optilnize performance. WC address two main aspects of measurement accuracy: a) m“

calibration associated with the X parameter in F,q. (2), and b) O“ measurement va,riancc

associated with random fluctuations in 1~~due to fading and thermal noise.

A. o“ Calibration

Calibration accuracy refers to the scatterometer’s ability to determine the true backscattcr

cross section given the intensity of the echo return. In essence, it is the accuracy with whit.]1

wc know the raclar parameter X in Eq. (2). In general, calibration error can be divided

into two sources: radiomet ric errors, which are caused by uncertainty

of instrument component gains and lc)sses, and geometric errors, which

imperfect knowledge of the exact pointing of the antenna pattern. As

in our knowledge

arise chiefly from

will be discussed,

it is primarily geometric errors which limit the calibration performance of a well designed

scatterometer instrument.

It is also important to differentiate between absolute and relative calibration errors. All

absolute error is the degree to which a measurement of uo differs from the “true” value.

A relative calibration error, however, is the difference in absolute error between two o“

measurements separated in space and/or time. IIecause we are most interested in detecting

either spatial or temporal change in surface backscatter, it is particularly important t o

minimize relative error. To produce marine wind fields with the desired accuracy and

to allow maximum sensitivity to climatologically induced changes in surface backscattcr,

relative calibration accuracy on the order of 0.1 dl~ is desired. This challenging goal requires

a detailed consideration of all radiometric and geometric factors effecting the X parameter

for each 0° cell.

Expression for X

The first step in the calibration of the instrument involves the development of an expression

for the parameter X. In deriving X, we track the radar signal through its interaction with

the surface and the subsequent echo signal processing.
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‘1’he transmitted signal can be written as

where t is time from transmit pulse onset, Et is total energy in transmit pulse, p(t) is the

transmit pulse power envelope such that fp2(t) = 1, jc is the transmit carrier frequency,

fd. is the lloppler offset frequency, and p is the chirp rate.

The echo return from the surface can be treated as the summation of returns from many

independent scattering “patches” , each with a. different range delay and Doppler shift [9],

[16]. It is assumed that each patch is large relative to the correlation length of the surface,

but sufllciently small so the the Doppler shift and slant range do not vary significantly over

its dimensions. The echo return from the ith scattering patch is expressed as

Ilere, cry is the backscattering cross section at the scattering patch, (i is a uni-variant

Rayleigh random variable for the signal amplitude due to fading, ~; is a uniform random

variable (over O - 27r) for the random phase of the return from the patch, fd,~is the Dop~jler

shift of the patch, and id ~ is the round trip flight time to the patch given by td i = ~ where

ri is the slant range to the patch.

The value C in (4) is defined such that

(& = ‘2
(47r)3 ()Et GTG;

1’
(5)

JSys

where A is the transmit wavelength, C;r is the receiver gain, GP is the peak antenna gain,

and LSWSis total two-way systcm loss. “1’heecho return is windowed by the function J)i(t )

(6)

where 6Ai is the area of the scattering patch, and g;(t) is the normalized antenna patterl]

gain in the direction of the ith scattering patch at time i, The term gi(t)gi(t – td,i) reflects

the fact that the antenna gain in changing as a function of time as the antenna, rotates.

The composite return over the entire footprint, R(i),

12
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where the summation is over all contiguous, unique patches in the illuminated region 3.

(In this analysis, discrete summation over the illuminated region, rather than the mom

conventional integral represent ation, is used for clarity and to reflect the fact that x is

evaluated numerically).

At the receiver, the signal is down converted and deramped by multiplying A?i(t) with

Jf(t) = exp{-2Tj[~p(t – t~)](i – ig)}, (8)

where t~ is the reference delay, to yield

IIere, ~b,~is the baseband frequency of the return from the ith patch and is given by

The new phase term qbiis a function of ~i but is still a random variable uniformly distributed

over (O - 2m). Examining Eq. (9) and Eq. (1 O) it is evident that the deramped echo is

a composite of many scaled, windowed, single frequency tones with random phase. Each

tonal frequency is determined by the range delay and Doppler shift associated with each

scatterer. Note, then, that the processing does not represent pure range filtering because

the iso-baseband frequency lines on the surface will be somewhat tilted with respect to the

iso-range lines, the magnitude of the tilt being a function of the chirp rate /t.

The deramped signal is then digitally sampled and gated to form the sequence, d[n]

d[n] = C ~ (~fi6’(t7L)])i(in)f2X}){2~~j@7L) +j@i}. (11)
iEF

IIere, the sample time, t~, is equal to tg~+ nT, where tgs is the time associated with the

first sample input, to the 1)1~’1’,n is the sample number, and T is the sample period. G(t) is

a rectangular window function representing t hc range gate (G = 1 for signal “on” or G = ()

for signal “off” ).

To form the slice measurement P:, a DFT is applied to the sample sequence, the Fourier

domain sequence is magnitude squared, and then the appropriate periodogram bins are

summed. Also, we assume that the backscatter cross section is constant over the slice to

obtain



where k~ and kc are the slice start and end bin numbers and IV is the total number of

samples input to the DFT (1’I’T size).

Ilccausc 1’~ is random qua]ltity, wc must take the expected value to find X:

k, N--1 2

qr:] = u0c2 ~ ~ ~ G(tn)l~i(~n) exp{2~j(fb,iT – ~)~t} , (13)
k=k. ieF n=,O

where, to eliminate the random variables and reorder the summations, we have utilized the

assumption that separate scattering patches are uncorrelated (i.e. that f[e~~’~’e–~@~] = ()

for m # n), and that f is univariant. Referring to Eq. (2), we conclude that

(14)

Equation (14 ) is a general expression for X for a rot sting ant cnna with digital range filtering.

lJnder certain conditions (which apply in

may be simplified somewhat. If the transmit

~’(i) = & ‘or
p(t) = o

the case of Sea Winds) the computation of X

pulse envelope is rectangular, we can write

Ip, <t<tp. +l;

otherwise (15)

where tl,s is the time of transmit PUISCstart. If we further assume that the antenna gain in

the direction of a given surface patch is constant during the pulse period, we can also write

(16)

where gi(ttrs) is the gain in the direction of the ith patch at the time of transmit, and

gi(trec) is the gain in the direction of the itb patc]l at the time of receive after the antenna

has rotated during the pulse round-trip flight time td,i. The above two assumptions arc

equivalent to assuming that the the echo return from a given scatterer is flat, and is not

modulated by either the pulse envelope or the rotating antenna beam. The sampled signal

values will thus correspond to a rectangular window whose length is determined by the

overlap between the delayed return pulse and the range gate window.

Employing Nq. (15) and ECI. (16), Eq. (14) can be written as
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.
IIcre, ~t~,i is the sample in the sequence cZ[7t]associated with the leading edge of’ the gateci

CC11Ofrom the ith patch. A’P,i is the lcmgth of the CCJ1Ofrom the ith patch (given in number

of samples) captured by the range gate. A’P,i is given by

(
N-1

)Np,i= int l’P ~ pr(i,t – td,i)G(i,,) .
n=o

(18)

It will be convenient, particularly for the analysis of measurement variance, to define

the DFrT term in Eq. (17) as the function @ where

n.+Np,,

~(i, k) = ~ exp{2nj(j~,~T - $-)n}.
n=’n.

(19)

Evaluating Eq. (19) we have that

( )(sin[7rNp,i(fb,i~ – +7)1exp[jr(~r,,~ + ‘2’7?s,i)(.fb,i~’ – f)] _
p(i,k) = ——

)

(20)
exp[j7r(fb,#’ – *)] sin[m(.fb,i~ – $)] “

Note that because the complex phase term for [@(i, k)[2 cancels, we can always sum from ()

to ~~,i in the DI)T regardless of the pulse position in the range gate. Equation (17) then

becomes,

For clarity, Fig. 8 is provided to illustrate the integration over the scattering patches.

Using Eq. (21), X for a sample slice is plotted versus orbit position and antenna azimuth

angle for the expected Quikscat orbit in Fig. 9. Note that the value of X varies signif-

icantly, necessitating an adjustment as a function of orbit position and antenna azimuth

to maintain calibration accuracy. l)espit e the simplifications embodied in Eq. (21), X is

still too computationally expensive to compute repeatedly for each individual pulse during

ground data processing. Where the satellite orbit is very stable, as is expected for both the

Quikscat and ADEOS-11 spacecraft, X may be precomputed in tabular form which is then

interpolated in azimuth and orbit position to obtain values for each pulse and slice.

Spatial Response Function and Surface Sampling

It is insightful to view the X parameter is as an integration of the instrument spatial

response function on the Earth’s surface. The spatial response function can be constructed
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from Eq. (21) by taking the cmergy contribution to the slice from each scattering patch,

and then normalizing by the area of the patch. Denoting this function as S, we have

CZg;(tt,. )g;(t,ec) ‘e sin2[7rNp,j(f~,~T – *)]
s(;) = --— 1—x[ sin2[n(&T - *)] ‘Tpr:

k=k,

(22)

where l; is the surface position (in latitude and longitude, for instance) of the ith patC1l.

In Fig, 10 the spatial response function is displayed for two cases. In Fig. 10(a), the

response for the beam-limited case (no range filtering) is shown. In l’ig. 10(b), the response

for an example range slice of width 7 km (Il. =8.3 kHz for p = 250 kHz/n~s) is shown. in

l’ig. 10(b), note the sharp clrop-off of the response function in the range direction. Such

a sharp edge in the spatial response preserves high frequency information in the spatial

frequency domain, and thus is a highly desirable property for enhanced resolution image

reconstruction purposes. Note also the tilt in the orientation of the slice due to Doppler

shift across the footprint. In Fig. 11, the surface sampling achieved by the center eight slices

for several consecutive pulses is shown. Here the o“ cell outlines are delineated by plotting

the approximate 3 d]] contour of the slice response. As is evident, the measurements form

a very dense sampling of the surface with many overlapping cells, which again is favorable

for RRI as well as higher resolution wind retrieval.

Errors in X

Regardless of the care taken in deriving an expression for X, the calibration accuracy can

only be as good as our knowledge of the various instrumental and geometric parameters

comprising X. The parameter C in Eq. (5) embodies all radiometric components of X.

Although there is potential for error in determining the value of L’, this error is likely to

be a constant bias for all measurements and should not contribute significantly to relative

calibration error. ‘J’his is because the determination of transmit power and receiver gain

through periodic “loop-back” calibration measurements relies on a very stable, thermally

controlled waveguide coupler. ]hrthermore, the antenna gain and system losses are likewise

expected to be quite constant because of reliance on equally stable passive RF components.

What can change on-orbit, however, is the rneasurcment geometry, primarily through varia-

tions in the spacecraft attitude. in fact, attitude knowledge errors were observed to consti-

tute the dominant source of relative calibration error for both the SEASAT-A and NSCAI’
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scattcrometers [5],[1 5].

As the attitude changes, the antenna, pattern shifts with respect to the lines of constant

baseband frequency on the Earth which form the slice edges. If the attitude change is

unknown, an error in X, and consequently an error in O“, will result. The magnitude of

this error can bc evaluated by taking the ratio of X calculated at the true attitude to tile

estimated attitude. In general, we are much more sensitive to attitude changes that effect

the elevation angle. of the antenna pointing (spacecraft pitch and roll) as opposed to cha,n gm

that effect the azimuth angle (spacecraft yaw). 111Fig. 12, the error in o“ is plotted VS.

the error in elevation angle for different slices. q’hc slices are numbered according to thci r

position in the antenna beam: slice 1 being an “inner” slice near the peak of the antenna

pat tern as projected on the surface, and slice 5 an ‘(outer” further down on the main beam.

It is eviclent that slices near the peak where the antenna pattern is varying slowly arc

relatively insensitive to changes in pointing, whereas the outer slices where the pattern is

changing rapidly are quite sensitive to pointing errors. This, then, becomes a key design

consideration for improved resolution measurements that did not exist for the low resolution

case. To achicvc the highest desired calibration accuracy for all slices requires spacecraft

pointing knowledge on

attitude determination

innermost slices.

the order of O.01 degrees. Less ambitious designs for the spacecraft

system implies that calibration goals may still be achieved for the

B. Backscatter Measurement Variance

As mentioned in Section 11, measurements of the detected energy, P:, are “noisy” due to

radar fading and the presence of system thermal noise. Unlike calibration error, which is

cssential]y deterministic and can be improved by better knowledge of instrument parameter

values and pointing, the random variations in 1~” place a fundamental limit on the instru-

ment precision. For the selected range filtering implementation, however, we may optinlize

measurement precision by careful selection of the transmit chirp rate and slice bandwiclt]l.

This section presents the various equations necessary to perform this optimization, and

discusses results for the ScaWinds design.
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KP Parameter

Previous studies have addressed in detail the issue of measurement variance for fan-beam

systems with Doppler filtering [2], and pencil-beam systems with transmit modulation and

square-law detection [9]. Here the analysis specific to a pencil-beam scatterometer with

linear chirp modulation and digital range filtering is outlinecl.

In scatteromctry it has become customary to define the measurement error in terms of

the so-called KP parameter

K,== –@’’’[””l. W=’Rl
quo] qP,] ‘

(23)

where the slice inclex “j” has been dropped for notational simplicity. KP is then the lLor-

m alized standard deviation of the measurement error, or percentage error. A goal of scat-

terometer design is the minimization of I{P. From Eq. (1), we can write the variance of IV

as

Var’[}’.] = var[c,n] + va?’[Pn] + 2([[c.n]f[P,l] – K[c.nPn]). (24)

As is shown in [9], when D,, > l]., the second and third terms of 13q, (24) are much smaller

than Var[C~,l]. l’or SCCLWinds, because IIn = 1 MHz

applies and allows us to assume

~(.p =: J-f.
:[1’.]

Because the derivation of VCLr[C~n] is somewhat involved, only the major assumptions

and II$ = 8.3 kIIz, this condition

(25)

and results arc discussed here. The derivation procedure is more similar to the development

described in [9], which employs time domain techniques, rather than [2] which employs a

frequency domain approach. q’his is to insure that

general to handle the case where the echo return

stationary random process. Noting that C~n can be

k. N–1
c.,, = C2 ~ ~ (d[n] + v[n])e-2T~* ,

k=k, n=O
(26)

the resultant expression is SUfiCiWt]y

can not be modeled accurately as a

written as

,2

where cZ[n] is the signaj sequence as described in F,q. (11) and v[n] is the noise sequellcc,

the necessary expectations of squared terms and associated cross products are then taken.

hlaking the very reasonable

sian distributed, a familiar

assumption that both signal and noise voltage terms are Gaus-

expansion for the fourth order moment of Gaussian random
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variables is employed [9]. l“urthcr assuming that the return echo from a given scatterer has

a rectangular envelope – the same assumption that was made to develop Eq. (21 ) – it can

be shown that
Ii’K;c=-A+—

~

SNR + ~“
(27)

Here, SNR is the signal-to-noise ratio for the slice and is

where ?: is the range gate length

in suitable units. ‘l%e parameters A, II, and C can bc shown to be

and No is the noise floor

defined as

(28)

power spectral density expressed

A=

c=

where @(i, k) is as defined in l,q. (20), nt, is the sample number in d[7t] corresponding to

the opening of the range gate, NV is the duration (in number of samples) of the range gate

open time, ](” is the total number of periodogram bins summed to form the slice! and ~i is

defined as
C2fiAigi(itr$)~i( tree)—.

Tp?f “
(30)

Equation (29) can be approximated by a form more suited to intuitive analysis by

making the following three assumptions: 1) the echo return is nearly stationary – i.e. the

pulse length Tp (1.5 ms for Sea Winds) is much greater than the time it takes the fill the

entire antenna beam (about 0.5 ms for SW W’i7Mls),2) B3m >> .BS, and 3) TPBS >> 1. Under

these conditions, which apply for Sea ll~inds, we can approximate A, II, and C as

A=&
s p

2
11=—

11s7;

c =: &.
S9

‘J’aking Eq. (31) together with Eq. (27) and l{;q. (28), we obtain insight into the design

considerations necessary to minimize l~p. The “A” term is the contribution to the variance

(31 )
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due to radar signal fading alone, with ll,!7j approximating the number of independent

“looks” associated with a given measurement slit.c. Assuming that TP is fixed due to timing

and sampling constraints, we can thus reduce A by increasing the bandwidth of the slice

measurement, 11~. The slice bandwidth is, in turn, related to the narrow (range) dimensiol]

of the slice spatial response on the surface and the transmit chirp rate. l’or the Sea Winds

orbit altitude of 800 km,

1?. N WJ2 x lo-5/L2 + 0.14 (32)

where 11. is the slice bandwidth in kHz, p is the transmit pulse chirp rate in kIIz/ms, and

W is the mean range dimension of the slice in km. Thus, for a given slice dimension we can

increase the bandwidth by increasing the chirp rate.

A trade-off exists, however, because as 11, is increased, SJVR decreases (see Eq. (28)),

and the l] and C terms of 13q. (27) get larger. ]n other words, we must balance the benefits

of a larger measurement bandwidth with the effects of allowing more thermal noise to enter

the measurement. A similar trade-off analysis was performed for the previous beam-limited

Sea Winds design (outlined in [13]). Proceeding along similar lines, a chirp rate of p =250

klIz/ms was selected for the new design with range filtering. This value was found to strike

a balance in performance for high wind speeds - which have high inherent SNR (> 6 dl 1)

and hence benefit from larger measurement bandwidths – and low wind speeds – which ha.vc

low SNR, (< O dll) where the variance may be made worse by increasing the measurement

bandwidth.

IV. Enhanced Resolution Imaging Performance

As previously noted, Ku-band scatterometer u“ measurements have proved to be very useful

in land and ice stuclies; hence the desire to maintain a long time series of such measurements.

While the original design of Sca Winds would have provided usable measurements, the mo{l -

ifiecl design will provide U* measurements with significantly improved resolution. This is

expected to expand the utility of the Scawirzds measurements in land/ice science studies

as well as in the primary wind observation mission. In this section the land/ice imaging

resolution of the original and modified ScOuli9Misdesigns are compared using conventional

gridding and a particular l~RI technique known as the Scatterometer Image Reconstruction
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with Filtering (SIRF) [7]. This analysis illustrates the benefits of adding range filtering

capability to the Sea Winds design.

To make the performan cc comparison, both beam-limited and range sliced O“ cells are

used. Simulated backscattm measurements are generated with the aid of a synthetic image

of the surface O“ (see Fig. 13(a)), which is similar to that used in [7]. For each beam-limitecl

footprint or range slice, the effective o“ measurement is computed as the weighted average

of the pixels of the synthetic image where the weighting is the spatial response function

described earlier. Then, KP is computed and Monte Carlo noise is added to generate a

simulated noisy O“ measurement. l“or this analysis, calibration errors were neglected.

In order to simulate the Earth location and orientation of the measurements, the syn-

thetic test image was located over Wilkes Land in Antarctica. The test region is approxi-

mately 1000 km x 800 km and is centered at 74.5° S and 128.5° W. Over a one day period,

at least part of the test site is observed during 5 passes of QuikScat. The imaging results

for a number of cases are compared in Fig. 13. Using the simulated U* measurements,

images were computed using a (non-enhanced) grid ding approach and the SIRF resolution

enhancement technique for both beam-limited cells and slices. The non-enhanced grid in-

ages have a pixel resolution of approximately 25 km while the SIR1’ images have a pixel

resolution of approximately 4.5 km.

To generate the non-enhanced images, each u“ measurement is assigned to the grid

element in which its center falls. The average U“ is then computed and assigned to the

associated pixel. The SIRI? images were generated with a modified form of the SIRIJ

algorithm. While the original SIRII’ algorithm (described in [7]) is hi-variate, estimatin~

both the incidence angle normalized aO and the incidence angle dependence of cr” , the

algorithm used here is modified to image only o“ , similar to the radiometer version of the

algorithm [1O].

Subjectively, the addition of range resolution capability is observed to significantly inl-

prove the effective two dimensional resolution of land/ice images produced from the sinl-

ulated Seawinds measurements whether or not resolution enhancement is applied. q’his is

true, even though range filtering resolves the footprint in just one dimension, because of

the different orientations U“ cells contributing to each pixel. Using the S1RF algorithm

further improves the image resolution over the gridding approach. Because the SeaWin ds
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measurements densely overlap, reason able images can be made from only one day of data

in this polar region. llowever, the noise level in the images can be reduced if multiple days

are combined and the surface is temporally stable.

V. Conclusions

l’rom the results of the preceding section, it is clear that the resolution performance of

a scanning pencil-beam scatterometer can be significantly improved by the addition of a

range filtering scheme. Interestingly, this is the case even though range filtering resolves the

ant enna footprint in one dimension. Resolution in a second dimension occurs as the range

slices are collected and used with an enhanced resolution imaging algorithm to solve for the

underlying backscatter. Range “slicing” of the antenna footprint is thus a low-cost way of

extending the capabilities of small, scanning pent.il-bearn scat terometers such as Sea Wincl,s.

As discussed, range filtering is generally preferred over Doppler filtering because of

superior measurement variance performance and more favorable geometrical orientatio]l of

the o“ cells. Although range discrimination by deramp processing is a familiar and relatively

straightforward approach, its implement a.tion must be accompanied by a careful anajysis of

calibration issues in order to meet backscatter measurement accuracy goals. ‘Ilis includes

a formulation of the radar equation which includes digital processing and antenna, rotation

effects, as well as a consideration of spacecraft attitude variations. Trade-offs to obtain

minimum measurement variance by optimizing the chirp rate and detection bandwidth for

the available signal-to-noise ratio must also be performed.

22



V. Summary

Flights of the Sea Winds instrument in 1998 and 2000 form the foundation of the NASA

Ku-band scatterometer program into the next century. In this paper, the new design for

Sea Winds resolution processing has been described. As demonstrated, the spatial resolution

performance of Sea Winds has been significantly improved by the addition of a range filtering

scheme. This will be particularly useful for land and ice images constructed using enhanced

resolution imaging algorithms. Range slicing of the antenna footprint, coupled with the

application of ERI, is thus an economical way of extending the capabilities of small, scanning

pencil-beam scatterometers such as Sea Winds.

As discussed, range filtering is generally preferred over Doppler filtering because of supe-

rior measurement variance performance and more favorable geometrical orientation of the

U“ cells. Although range discrimination by deramp processing is a relatively straightforward

approach, its implementation must be accompanied by a careful accounting of geometric

calibration factors in order to meet backscatter measurement accuracy goals. This involves

a formulation for the radar equation which includes digital processing and antenna rotation

effects, as well as a consideration of spacecraft attitude variations. Trade-offs to obtain

minimum measurement variance by optimizing the chirp rate and detection bandwidth for

the available signal-to-noise ratio must also be conducted to obtain the best performance.
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Appendix A: Calculating I’~

As discussed in Section II, to dctennine u“ from each measurement “slice” we must first

subtract off the thermal noise energy component, 1J4. 1’o determine pi, we use both the

“noise-only” processor output, CnO, and the sum of all the slice measurements, C~m, wllerc

To insure that the thermal noise estimate corresponds to the same surface scene observed

during the slice measurement, the “noise-only” and “signal+noise” processing operations

are gated simultaneously (see [13]). Thus we have

where gn and ge are the receiver gains through the ‘(noise-only” and %ignal+noise” process-

ing pat}~s respectively, E is the total echo energy captured during gate time 7:, Ii’mand 11,

are the effective bandwidths of the two measurements (see Fig. 7), and No is the thermal

noise power spectral density. IIerc it is assumed that Be is sufficiently wide to pass all the

derampcd echo power spectrum.

Eliminating 1; and solving for gCTgNo we obtain

()
ficno — C:n

g,qyvo ,. ; 911

e A—]’
B,

(2)

which is the total thermal noise contribution in the bandwidth Be. Note that to get this

result we needed only the ratio of the gains in the two channels not their absolute values.

Uccause wc know ~ we can obtain
e

1: ==B:gJ’;No. (3)
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Parameter

Polarization

Elevation Angle

Surface Incidence Angle

Slant Range

3 dB Beam Widths (az x e])

Two-Way 3 dB Footprint Dimensions (az x e])

l’eak Gain

Rotation Rate

Along Track Spacing

Along Scan Spacing

Inner Fleam

H

40°

47”

1100 km.

1.8° x 1.6°

24 x 31 km

38.5 dBi

Outer Beam

v

46”

55°

1245 km.

1.7° x 1.4°

26 x 36 km

39 dBi

Table 1: Sea Winds Antenna and Measurement Geometry ]’arameters
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Figure 1: Sca Wi?tds Illeasurelnel~t geometry.
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Figure 2: Sea Wi72ds antenna and rotary mechanism. (Photo to be provided at time of final

paper submission).
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l’igure 5: Sea Winds transmit and receive timing. Note that pulses alternate between inner

and outer beam, with two pulses in flight.
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Figure 10: (a) Example inner beam o“ cell spatial response for beam-limited (no range

filtering) case. (b) Example inner beam o“ cell spatial response for center range slice.

Contours spacing at 1 dll intervals.
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Figure 12: 0° calibration (or, equivalently, X) error as a function of antenna pointing

elevation angle knowledge accuracy. “Slice 1“ is the inner-most slice (closest to antenna.

beam center), and “Slice 5“ is the outer-most (on edge of antenna pattern).
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Figure 13: Simulated images from Quikscat/Seawinds. a) Simulated truth image. b) Grid-

ded image (25 km grid) using beam-limitecl footprint [no slicing], c) SIR,-enhanced resolution

image using beam-limited footprint. d) Gridded image using the 10 inner slices (25 km grid).

c) SJRJ?-enhancecl resolution image using slices. Pixel resolution is 4.5 km. The area is a

small, synthetic region in Wilkes Land in Antarctica (hence the odd shape which is a box

in lat/lon space but is mapped using a Lambert projection to a flat map).
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